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Abstract—Visibility integrity (VI) is a measurement of similarity between the visibility of regions. It can be used to approximate the visibility of coherently moving targets, called group visibility. It has been shown that computing visibility integrity using agglomerative clustering takes $O(n^3 \log n)$ for $n$ samples. Here, we present a method that speeds up the computation of visibility integrity and reduces the time complexity from $O(n^3 \log n)$ to $O(n^2)$. Based on the idea of visibility integrity, we show for the first time that the visibility-integrity roadmap (VIR), a data structure that partitions a space into zones, can be calculated efficiently in 3D. More specifically, we offer two different offline approaches, a naive one and a kernel-based one, to compute a VIR. In addition, we demonstrate how to apply a VIR to solve group visibility and group following problems in 3D. We propose a planning algorithm for the camera to maintain visibility of group targets by querying the VIR. We evaluate our approach in different 3D simulation environments and compare it to other planning methods.

Index Terms—Motion and Path Planning, Computational Geometry, Motion Control, Visual Tracking, Real-time Planning

I. INTRODUCTION

The problem of determining if two points in the space are visible from each other is one of the most fundamental problems in robotics. Visibility algorithms and data structures are used to support various robotic system components such as the camera system [1], [2], [3] and the motion planner [4]. For example, robots often use the visibility of other objects in the environment to determine and parameterize their behavior [5]. From-region visibility is a problem that involves determining the visible part of a space from a given region. It is the basis of many pursuit-evasion problems [6]. The computation of from-region visibility is known to be expensive and often involves hardware acceleration through GPUs [7]. Therefore, it is not suitable for many real-time 3D applications [8].

As the computation of from-region visibility is costly [7], in [9] we introduced a concept called Visibility Integrity in order to build a Visibility Integrity Roadmap (VIR), a data structure that encodes visibility information that can be pre-computed entirely offline. Here, we further develop Visibility Integrity to significantly reduce the time complexity of computing a VIR from $O(n^4 \log n)$ to $O(n^2)$ for $n$ samples. This makes the VIR more applicable to from-region visibility problems that require solutions in real-time. We also propose two methods to build a VIR offline; we apply VIRs to 3D environments and provide metrics to compare it with other methods.

As an application of VIR, we investigate the group visibility problem where we need to find the area of the space that maximizes the visibility of a coherent group of moving targets. We demonstrate the proposed group visibility computation method in the context of group following which heavily uses visibility information to compute the trajectory for a traveling camera to maximize the number of targets in a group. The group following problem appears in robotics, for instance, when a mobile robot or an unmanned aerial vehicle carries a camera to monitor a group of ground vehicles [10], humans, or animals [11], [8]. Even when the target is a single entity, the group following problem is still relevant, such as when this entity is not a point but a body composed of several articulated parts or limbs, or when the body is deformable [10]. This also happens when the target is a set of estimates of an uncertain state [12].

Historically, there are two approaches to determine the visibility of regions in the space, one decides it from a point (from-point methods) and another does it from a region (from-region methods). While the group visibility problem is similar to from-region methods, the “regions” that we are interested in are those visible to a group of constantly moving targets rather than static surfaces, such as walls, that are usually the “regions” in the from-region methods. In addition, most from-region methods approximate the visibility between different areas through simple shapes (e.g., discs or rectangles) that collectively cover the space and their construction is somewhat arbitrary. Consequently, such strategies frequently suffer from over-partitioning or under-partitioning, thus having a negative effect on the ability to follow a group of objects.

Main Contributions In this paper, we improve several aspects of our previous work in [9] to build a visibility integrity roadmap VIR for a known workspace. Specifically, we present:

- An analysis of visibility integrity (Section III-A).
- Two methods to compute a VIR: a naive clustering-based method that takes $O(n^4 \log n)$ time and a kernel-based iteratively-expanding algorithm that takes $O(n^2)$ time, where $n$ is the number of samples created to probe workspace visibility (Section III-B).
- A kernel-based method for group following in 3D environments to plan 3D camera positions and orientations.
that maximize the number of visible targets subject to speed and motion smoothness constraints. We show that the computational cost and the average travel distance of the VIR camera are more favorable comparing to the existing methods (Section IV.B).

II. RELATED WORK

A vast majority of the visibility related problems are studied in the context of computer graphics and computational geometry [13]. A simplified approach to solve the from-region problem is to partition the entire environment into regular grids. For instance, Bitner et al. [7] use samples of ray tracing to determine whether a set of given view cells can see the set of objects in a scene.

Many existing methods for camera motion planning attempt to maintain the visibility of a single reference point (e.g., the center of mass) [14], [15], [16]. However, the assumption (explicit or implicit) that a single reference point (from-point) can track the entire target often oversimplifies the problem. In contrast, we model the targets as a cluster of points and we find a sequence of camera positions to maximize the number of visible points. Therefore, our approach can be applied to tracking a coherent group of agents, feature points in a rigid or deformable body, or joints of an articulated character.

Our approach is more in line with those methods that encode visibility information through data structures built based on different metrics, such as visibility graph [17], mutual visibility graph [18], reduced visibility graph [19], corridor map [16] and pursuit fields [20]. These approaches however were designed to follow a single target, thus only considered from-point visibility.

Our camera motion planning approach is motivated by the visibility-aware roadmap (VAR) [14]. This approach precomputes a graph (or roadmap) to capture the connectivity and visibility information of the workspace. The roadmap consists of overlapping spheres and the visibility between them. Vo and Lien [21] introduced the monotonic tracking regions and adapted VAR for tracking multiple targets using their centers. Unfortunately, the result is suboptimal, limited to 2D, and the quality of the roadmap depends on the type of environment and the size of the discs, which is user-defined.

Another motivating approach for us is proposed by Christie et al. [22]. In contrast to approaches which use ray casting, they quickly evaluate visibility utilizing the principle of soft shadow generation. This method aggregates the visibility information for multiple targets over time and determines the visibility information for all the targets, not one. However, every target in the group is handled separately. In contrast, our method clusters the group members into regions with similar visibility. Therefore, our approach is more efficient for computing the visibility of groups.

We introduced the concept of visibility integrity to build a VIR for a known workspace in [9]. The vertices of the roadmap represent regions with similar visibility, and its edges connect adjacent visibility regions. An algorithm to compute a VIR offline and to query it for planning in 2D was sketched out and experimentally shown to provide better visibility than VAR. Here we further develop the VIR method to 3D environments.

III. VISIBILITY-INTEGRITY ROADMAPPING (VIR)

As introduced in [9], a visibility-integrity roadmap (VIR) partitions the space into visibility-integrity regions (nodes) that are connected to adjacent ones through edges. We use the cell centers of the grid or sampled points to represent the regions in the workspace. A visibility-integrity region is a cluster of points that can see similar things in the workspace.

A. Measuring Visibility Integrity

We measure the visibility integrity $vi(C)$ of a cluster of points $C$ as an estimate of how similar is the visibility of the elements of $C$. A low $vi(C)$ means that some locations can be seen only from the minority of points in $C$. Figure 1 shows some point sets with high and low visibility integrity values.

Now, we formally define visibility integrity. We start with the visibility $V(p)$ of a point $p$ as all the points visible from $p$. Let $C$ be a cluster of points, then $V(C)$ is the union of all points sampled in workspace visible from the points in $C$, i.e.,

$$V(C) = \bigcup_{p \in C} V(p).$$

Then we introduce the visibility ratio of any point $q$, not necessarily in $V(C)$, with respect to $C$ as the ratio of $C$ that can see $q$. We define a function named $vr(q,C)$ to measure the ratio. More specifically,

$$vr(q,C) = \frac{|V(q) \cap C|}{|C|}$$

where $V(q) \cap C$ is a subset of $C$ visible by $q$. The ratio is bounded between 0 and 1. When $vr(q,C)$ is 0, then no point in $C$ can see $q$. Likewise, if $vr(q,C)$ is 1, all points in $C$ are visible from $q$.

The visibility between regions is usually approximated by the ratio between the visible pairs and the total pairs of sampled points representing the regions. Based on this, we denote this visibility ratio between two point sets $C$ and $D$ as

$$vr(C,D) = \frac{\sum_{q \in D} |V(q) \cap C|}{|C| \cdot |D|} = \frac{\sum_{q \in D} vr(q,C)}{|D|}$$

Finally, the visibility integrity of $C$ is the average of visibility ratio of all points in $V(C)$, i.e.,

$$vi(C) = \frac{\sum_{q \in V(C)} |V(q) \cap C|}{|C| \cdot |V(C)|}.$$
and applying Eq. 2 to Eq. 3 we have
\[
\text{vi}(C) = \text{vr}(C, V(C)) .
\] (4)

The value of \(\text{vi}(C)\) is also between 0 and 1. Clusters with high visibility integrity facilitate pursuing a set of objects, because \(C \subset V(C)\) for any \(C\) and high visibility integrity means most of the points in \(V(C)\) are visible for the points in \(C\). In such case, if a majority of the objects are in \(V(C)\), the camera can stay in any position of \(C\) to maintain a high visibility of all the objects.

The visibility integrity of \(C\) is 1 when there is only one point in \(C\) and when \(C\) is the kernel of a star-shaped polygon. (see Section III-B2 for the definitions of kernel and star-shaped polygon). Note that the next equality also holds:
\[
\sum_{q \in V(C)} vr(q, C) = \sum_{p \in C} vr(p, V(C)) .
\]

**B. Constructing a Visibility Integrity Roadmap**

To construct a \(\text{VIR}\), we start from an initial roadmap composed of points sampled from the space and edges connecting pairs of nearby and mutually-visible points. The initial samples can be obtained from regular grid cell centers (grid-based) or randomly (sampling-based). It can be a simple probabilistic roadmap [23] or even a fuzzy version [24]. Consequently, all nodes \(q\) in this initial \(\text{VIR}\) have \(\text{vi}(q) = 1\). Then, a merging operation iteratively combines pairs of connected nodes and reduces the overall visibility integrity.

Let \(n\) be the number of centers for the grid-based method or the number of samples for the sampling-based method. Here, we present two methods to compute a \(\text{VIR}\).

1) A Naive Method: For each neighborhood point sets \(U\) and \(V\), we define the connection \(e = \{U, V\}\) associated with the visibility integrity \(\text{vi}(U \cup V)\). We process point sets based on the order of their visibility integrity using agglomerative clustering. More specifically, our implementation maintains neighborhood connections in a max-heap. Each element in the heap stores a neighborhood connection \(e = \{U, V\}\) and is ordered in the heap by its visibility integrity \(\text{vi}(U \cup V)\). The clustering method iteratively collapses neighborhood connections (i.e., merge clusters) with the highest visibility integrity. The clustering process guarantees to finish because of the visibility integrity cannot increase after merging. Note that every pair of clusters merged will also affect the visibility integrity of existing cluster pairs in the heap.

This merge operation is repeated until the highest visibility integrity in the heap is lower than the value specified by the user. An example of the clustering results can be found in Figure 2 (a and b).

Unfortunately, this clustering approach is computationally expensive, in particular for 3D environments. The time complexity is \(O(n^3 \log n)\) for fully connected \(n\) samples. As the initial \(\text{VIR}\) can have \(n^2\) edges, and, in every iteration, merging two nodes will affect the visibility integrity of \(O(n)\) edges, and the cost of recomputing the weights of these edges (i.e., the visibility integrity of the cluster pairs connected by the edge) is \(O(n \log n)\) (see Theorem III.1 and its proof.) Therefore, the total cost is \(O(n^2 \cdot (n \cdot n \log n)) = O(n^3 \log n)\).

2) Kernel-based Method: To reduce the time complexity, we present a significantly more efficient approach to build a visibility integrity roadmap. First, let us define an \(\alpha\text{-kernel}\). The word kernel is a traditional term in computational geometry used to describe a set of points that can see all points in a polygon \(P\). A polygon \(P\) with non-empty kernel \(\kappa(P)\) is called star-shaped.

It is known that the kernel \(\kappa(P) \subset P\) is a single connected component of convex shape. Here, we relax the definition to approximate the idea of a kernel for point sets, and we also use sample points to represent the polygon region \(P\). We define an \(\alpha\text{-kernel}\) to be a set of points \(\kappa_\alpha(P)\) such that each can see at least \(\alpha|P|\) number of points in \(P\) and collectively can see all points in \(P\). Moreover, we enforce \(\kappa_\alpha(P) \subset P\). Now, we let \(\alpha\) be the desired visibility integrity and the point set \(V(C)\) be the visible points from a cluster \(C\), then we have \(C = \kappa_\alpha(V(C)) \subset V(C)\). In the rest of this section, we will discuss how we can efficiently compute \(\kappa_\alpha(P)\).

For convenience, let us rewrite the visibility integrity of \(C\) previously defined in Equation 3 as:
\[
\text{vi}(C) = \frac{N(C)}{|C| |V(C)|} ,
\]
where \(N(C) = \sum_{p \in V(C)} n_p(C), \) and \(n_p(C)\) is the number of visible points in \(C\) from point \(p_i\).

Based on this definition, we derive the following theorem.

**Theorem III.1.** Given the definition of visibility integrity in Eq. 5, the visibility integrity of the union of two clusters \(C\) and \(D\) can be written as
\[
\text{vi}(C \cup D) = \frac{N(C) + N(D)}{|C| + |D| |V(C) \cup V(D)|} ,
\]
and can be computed using the union-find operation in \(O(|C| + |D|) \log(|C| + |D|))\) time.

**Proof.** Simply because, \(C\) and \(D\) must be disjoint and if a point \(p_i\) belongs to both \(V(C)\) and \(V(D)\), then \(n_{p_i}(C \cup D) = n_{p_i}(C) + n_{p_i}(D)\). Similarly, if \(p_i \notin V(C)\), then no points in \(D\) can see \(p_i\). Therefore, \(n_{p_i}(C \cup D) = n_{p_i}(C)\) and if \(p_i \notin V(C)\), then \(n_{p_i}(C \cup D) = n_{p_i}(D)\). Therefore the total sum of \(N(C \cup D)\) is simply the sums of \(N(C)\) and \(N(D)\) for all points in \(C\) and \(D\). Therefore, if we know the sums \(N(C)\) of all \(n_{p_i}(C)\) and the sum \(N(D)\) of all \(n_{q_j}(D)\) for \(C\) and \(D\), then \(N(C) + N(D) = \sum_{p \in V(C)} n_p(C) + \sum_{q \in V(D)} n_q(D)\) can be computed in constant time. Therefore the computation of \(\text{vi}(C \cup D)\) is dominated by the operation \(V(C) \cup V(D)\), which takes \(O(|C| + |D|) \log(|C| + |D|))\) time using the union-find algorithm.

We can further improve the time complexity if we only make sure that the visibility integrity in the cluster is greater than a user defined value. In particular, we note that \(\text{vi}(C \cup D)\) for two clusters can be upper bounded by:
\[
\text{vi}(C \cup D) \leq \frac{N(C) + N(D)}{|C| |V(C)| + |D| |V(D)|} \max(|V(C)|, |V(D)|) .
\]
This upper bound can be computed in constant time. Moreover, the lower bound is:
\[
\text{vi}(C \cup D) \geq \frac{N(C) + N(D)}{|C| |V(C)| + |D| |V(D)|} .
\]
Therefore, through these bounds, we design an efficient greedy method to compute \( \kappa_\alpha(P) \) by expanding an existing kernel to iteratively include the adjacent samples until no more points can be added without violating the definition of \( \kappa_\alpha(P) \), i.e., until \( \alpha \) drops below the desired visibility integrity. As each expansion of the \( \alpha \)-kernel will take only constant time, a significant improvement over the \( O(n^2 \log n) \) time for each iteration of the agglomerative clustering, the computation time for constructing VIR using \( \alpha \)-kernel is dominated by the initial visibility check between all pairs of \( n \) samples and its time complexity is \( O(n^2) \).

IV. MOTION PLANNING USING VISIBILITY INTEGRITY

Here, we present how one can use the visibility integrity regions as constructed above to plan motions for a camera to follow a group of targets. We first give a formal statement of the problem, then we apply the kernel-based method that relies on the offline construction of VIR in 3D environments and analyze the results.

A. Problem Statement

In this section, we give a formal problem statement of the group following problem. We assume that the targets are a group of coherent objects moving in a 3D workspace with known obstacles that can block the camera’s view. The targets tend to stay together when moving, but they can also split into several small groups if obstacles are in the way. The targets have omnidirectional view and have a bounded velocity.

We consider the following scenario: the target group is constantly moving toward a goal unknown to the camera. If they reach the goal, a new random goal appears. Therefore, the camera cannot predict the trajectories of the targets. The camera is a point in the 3D workspace whose configuration is composed of its position and view direction. The camera also has a maximum velocity that is equal to the targets’ maximum velocity. Given the positions of the camera and the group targets, our goal is to efficiently evaluate the camera configurations so that we can maximize the number of targets in the camera’s view. Therefore, the problem of group following can be reduced to finding a sequence of camera configurations that maximize the number of visible targets during a specified period of time subject to the speed constraints of the camera.

We assume that initially, there is at least one target in the camera’s view. If there is no target in the camera’s view, the camera keeps its position and randomly changes its orientation until it finds a target and resumes following the group.

B. Motion Planning with an offline-built VIR

Once we have a visibility integrity roadmap, we can use it for a camera to follow the group targets \( T \). We propose a planning algorithm for the camera to maintain visibility of the targets by querying the VIR. At each time step, our planner proceeds as follows. First, it samples potential locations for each target and the camera. Then, it associates sampled positions to the visibility integrity regions in the VIR. Finally, it chooses a camera position to maximize the target visibility by querying the VIR. The details are discussed below.

Our planner first predicts \( n_t \) potential future locations for each target \( t \in T \). We sample these potential locations based on a multivariate normal distribution of the distance from the target and the angle from the target’s heading direction.

Then, our planner identifies the visibility integrity regions containing each of the \( n_t \) potential future locations for each target \( t \in T \). Let us first discuss the case that VIR is constructed using sampled points (see Fig. 3). Given a predicted target position \( s \), we find the \( k \) closest sampled point sets \( S_s \) in VIR to \( s \), and we identify \( R_s \) as the visibility regions that contain \( S_s \), with \( k \) being a user-defined number. The probability of \( s \) belonging to a VI region \( R \) is

\[
prob(s \in R) = \frac{\text{vi}(s \cup R)}{\sum_{R' \in R_s} \text{vi}(s \cup R')},
\]

as illustrated in Fig. 3. Therefore, our planner identifies the \( k \) VI regions associated with all the predicted target positions. Let \( prob(t, s) \) be the likelihood that the target \( t \) will be at position \( s \) in the next time step, a time step means one iteration. Then the probability of the target \( t \) moving into the VI region \( R \) is defined as the sum of all predictions \( \{s_i\} \):

\[
prob(t, R) = \sum_{s_i \in R} prob(t, s_i) \cdot prob(s_i \in R),
\]
Finally, our planner selects a position for the camera to maximize the visibility of targets. To do so, we sample \( n_c \) potential future locations for the camera from a ball centered at the current position of the camera with a radius of the distance that the camera can reach in one time step without colliding with obstacles. We evaluate the potential location \( c \) as the number of targets that can be seen from \( c \) (associated with the V1 region \( R_c \)) as approximated by:

\[
eval(c, R_c) = \sum_{t \in T} \sum_{\forall R_i} \text{prob}(t, R_i) \cdot \text{VR}(R_i, R_c). \tag{8}
\]

The camera prediction \( c \) may be associated with multiple V1 regions. If so, the evaluation function accumulates scores from all regions: \( \eval(c) = \sum_{\forall R_i} \text{prob}(c, R_i) \cdot \eval(c, R_c) \).

The potential position with the largest score will be the next position of the camera. As the targets are continuously moving, our planner can find a smooth and collision-free path for the camera to track the targets.

When building a VIR from a grid, the estimation is simpler. Given a target or camera prediction \( s \), we determine the cell containing \( s \) and its corresponding V1 region: the one with the highest visibility integrity to \( s \). \( \text{prob}(s, R) \) in Eq. 6, \( \text{prob}(c, R) \) in Eq. 7 and \( \text{prob}(c, R_c) \) are simply 1 or 0.

### C. Performance Evaluation

To evaluate our planner with a kernel-based VIR construction using sampled points, we performed a total of 32 simulation runs on the environments shown in Figure 4. For each environment, the number of sampled points and the value of desired visibility integrity (kernel value) are different. For all experiments, the maximum linear speed of the camera \( v_C^{\text{max}} \) and the targets \( v_T^{\text{max}} \) is constant. In each scenario, the size of targets \( |T| = 20 \), the number of samples is set to 25 and 50 for each target and the camera, respectively.

1) **Visible ratio and time cost**: We measure the performance of the various methods by calculating a visible ratio as the proportion of the visible targets compared to the total targets during the entire simulation. For the time cost, we sum up the total time during the entire simulation with 10,000 time steps.

Table I shows the average visible ratio and the average time cost (in milliseconds) per simulation step in various environments. For the VIR method, we only compute the simulation phase time cost (camera behavior for each time step), because the time cost of initialization phase (construct a VIR) for these four environments only takes up to one percent of the simulation phase. We compare our approach with the reactive camera, the IO camera and the ideal camera. The reactive camera selects its next position by following the center of the currently visible targets. The IO camera also uses a sampling strategy [25], and the ideal camera is the ground truth which selects the best camera position based on the predicted positions of both visible and invisible targets.

As shown in the results, the planner using VIR outperforms the baseline reactive method in maintaining the visibility of the target. Compared to the IO and ideal camera, VIR achieves a slightly lower visibility but at a fraction of their time. The VIR method has a good balance between visible ratio and time cost making it suitable for real-time applications.

2) **Lazy property**: VIR camera is also “lazy”. This means that the camera prefers to move as little as possible in order to follow the targets, and it only reacts to situations in which targets may cross the boundary of the visibility-integrity regions. This property is consistent with the theory: considering that \( C \subseteq V(C) \) and if a majority of the targets are in \( V(C) \), the camera stays in its position in \( C \) and follows the targets in \( V(C) \), and if the targets move to \( V(C') \), the camera has to move to \( C' \) to track the targets.

To measure the “lazy” property, we propose a new metric that averages the moving distance of the camera for each time step during the whole simulation. The distance travelled is based on the user-defined linear velocity. Since the camera remains stationary when it loses all the targets, we only consider the time steps when the visible ratio is above 0.

As shown in Table II, VIR camera moves significantly less than the other two. Especially in large environments such as ruins and canyon, the average distance travelled by the VIR camera is far shorter than the other two. This indicates that there exists some larger visibility integrity region in those environments. The “lazy” property is useful for UAVs to track moving objects because it helps preserve energy.
V. CONCLUSION

In this paper, we propose improvements to effectively compute the visibility integrity roadmap data structure that can be used in the group following problem. We show experimental simulations by querying this data structure to calculate a camera’s motion to maximize its visibility of group targets. According to the experimental results, the proposed kernel-based offline method achieves similar visibility performance to its predecessors with a significant reduction in the time cost; the algorithm also shows a “lazy” property which means the camera applying this method moves shorter average distances than its predecessors. The proposed method still has limitations. For instance, we found that in environments with many narrow areas, the proposed approach still performs poorly. In addition, even though we drastically reduced the computation time of VIR, it remains expensive for large 3D environments. We are currently developing a strategy that can incrementally build VIR in the regions visited by the targets and the camera.
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Fig. 4. Images of the four 3D environments for the kernel-based offline experiments. From left to right: tower, pachinko, ruins, canyon. In all environments, all targets are in red, the camera is in dark blue, and the random goal is in sky blue.